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Abstract— Speech is the most efficient way to train a
machine or communicate with a machine. This work focuses on
the objective to recognize the word or the phase spoken by
human, keywords in high speed. Recognition systems based on
hidden Markov models are effective under particular
circumstances, but do suffer from some major limitations that
limit applicability of ASR technology in real-world environments.
However, over the last few years, several attempts have been
undergone to evaluate the HMM deficiencies. Artificial Neural
Networks (ANN) and more specifically multilayer Perceptron’s
(MLP) appeared to be a promising alternative in this respect to
replace or help HMM in the classification mode. But ANNs were
unsuccessful in dealing with long time sequences of speech
signals. So taking the advantages of both the systems into
consideration it was proposed to combine HMM and ANN within
a single, hybrid architecture. The goal in hybrid systems for ASR
is to take advantage from the properties of both HMM and
ANNSs, improving flexibility and ASR performance.

Keywords— Recognition, Hidden Markov Models (HMM),
Artificial Neural Networks (ANN) and more specifically multilayer
Perceptron’s (MLP).

Introduction

The process is initiated by capturing the signal using
microphone. Algorithms are applied to reduce the noise
interference and silence suppression .the signal free from above
interference is then processed to extract the features. MFCC is
used as a feature extraction technique. These features are used
as an input to ANN & HMM systems. The results are obtained
for speech & speaker recognition in Matlab. For ANN °
NNTOOL’ proves to be more efficient and accurate for
training & testing of speech samples. The parameters such as
performance ,training state & Validation are evolved from this
tool. The performance plot is the graph of average Mean
Square Error (MSE) Vs No of Epochs which shows the
behavior of Training & Testing data . furthermore the training
state validation is also plotted. The features extracted from
MFCC are now given to HMM for speaker recognition. In
Hidden Markov Model, the speech samples are trained &
compared with the test sample. The test speech sample is
compared with all the trained stored speech samples and the
best match is found. Finally speaker is recognized using HMM.
The main advantage of this system is that the input signals
need not be preprocessed again for HMM. The preprocessing
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steps done for ANN can be directly applied to HMM thus
reducing the complexity. HMM works on the principal of
Markov process which depends on probability of States &
generates an Observation Sequence. This model consist of
underlying states (Hidden States), Transition
Probabilities(probabilities from one state to another).

. HYBRID SYSTEM
A. Overview of Hybrid System

A brief Although HMM is effective approaches to the
problem of acoustic modeling in ASR, allowing for good
recognition performance under many circumstances, it also
suffers from some limitations. In order to overcome this
limitations of HMM in late 1980s, many researchers began to
use artificial neural networks (ANNs) for ASR. ANN was
expected to carry out the recognition task. In spite of their
ability to classify short-time acoustic phonetic units, such as
individual phonemes, ANNs failed as a general framework for
ASR, especially with long sequences of acoustic observations
like those required in order to represent words from a
dictionary or whole sentences. This is mainly due to the lack
of ability to model long-term dependencies in ANNSs. In order
to make the recognition more efficient & Accurate led to the
idea of combining HMM and ANNs within a single, novel
model, known as hybrid HMM/ANN.

B. Implementation of Hybrid System

Connectionist modeling of speech is the youngest
development in Automatic Speech Recognition. This approach
focuses on the representation of knowledge and integration of
knowledge sources [11]. The Artificial Neural Network
(ANN) Models are used for connectionist speech recognition
but with limited success. ANN has a good discriminative
power which provides the discrimination between the classes
which helps in classification of phonemes [8]. In ANN the
assumptions about the underlying data distribution need not be
made. An Artificial Neural Network is a collection of simple
processing elements, called units or nodes, which are
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connected to each other and organized in layers. Its
functionality is based on the biological neuron. Even though
ANN is a Parametric model, no assumptions about the
underlying data distribution have to be made, which is a
Contrast to HMM. In HMM the changes in the distribution can
be modelled by an underlying process, which moves between
different states .These states represent different output
distributions [12,13,14]. The process that moves from state to
state can be modelled with an ordinary Markov chain. Another
drawback of HMM is that the assumptions about the
underlying data distributions have to be made. The hybrid
HMM/ANN system is an attempt to combine the strengths of
both HMMs and ANNSs, the temporal structure modeling of
speech with HMM sequences and the discriminative abilities
of the ANNSs. Initially speech signal is captured and pre-
processed. After acquisition spectrogram is computed &
analyzed. The most common format is to carry out STFT
(Short Time Fourier Transform) which is a graph with two
geometric dimension as horizontal axis represents time,
vertical axis is frequency & third axis represents amplitude.
MFCC’s are calculated which provides as an input for further
processing [15,18] Generally 15 to 20 features are extracted
from MFCC & this features are provided as an input to the
ANN and HMM separately. The main advantage is that the
preprocessed signal used for ANN can be used for HMM also.
In this way making the system a hybrid architecture separate
training and testing of data can be done with any of the two
methods .

C. Process Flow

Here we propose a methodology to identify speaker and
detection of speech. The Fig. 5.1. Demonstrates the process
flow. In this approach the input speech signal is acquired at
first. Most of the electronic recording equipment has an effect
of noise on the recorded sound signal. But the captured sound
signals are varies speaker to speaker by age, sex, anatomic
variation and emotion. This added emotions & noise has to be
neutralized otherwise it makes the system unstable in
recognition of speech. When speech recognition is carried out,
the minimum noise also can weigh down the process of neural
network during training and processing. The signal is then
neutralized which reduces the emotional effects of the speech
signals with noises. After preprocessing the features are
extracted with the help of feature extraction techniqgue MFCC
(Mel frequency cepstral coefficients). There are different types
of feature extraction LPC (Linear Prediction Coefficient
Cepstra), MFCC (Mel Frequency Cepstra Coefficient), PLP
(Perceptual Linear Prediction Cepstra). Due to its advantage of
less complexity in implementation of feature extraction
algorithm, & good spectral smoothing MFCC’s are used
extensively in Automatic Speech Recognition (ASR)[17].
MFCC features are derived from the FFT magnitude spectrum
by applying a filter bank which has filters evenly spaced on a
warped frequency scale. The Mel-scale used in this work is to
map between linear frequency scale of speech signal to
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logarithmic scale for frequencies higher than 1 kHz. This
makes the spectral frequency characteristics of signal closely
corresponding to the human auditory Perception [16]

Speech Aquisition
[V
Noise reduction
Silence Removal
Feature Extraction
(MECC)
|Speech Recognition using ANN Speaker Recognition Using HMM |
-igure: Process Flow of HybriG MOGeT
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The proposed method discussed earlier is simulated using
MATLAB 7.0 Version. The results are obtained in two
Approaches. At first the simulation results using programming
in Matlab is implemented. Later on the same process is
implemented using Simulink tool in Matlab. The tool named
‘NNTOOL’ is used for simulation and the performance results
are obtained. After comparing both the approaches the results
obtained from ‘NNTOOL ‘are more accurate .The simulation
results for both the approaches are shown below

Approach using Matlab Programming -

In this Approach we have tried to recognize speech of users by
storing the voice samples in database as well as accepting real
time voice samples as an input to the system. One input can be
considered at a time, this input is pre-processed & given to
ANN. Sufficient no of samples for particular speaker are
stored in the database. This is done for storing samples with
different pitch, emotions etc. Once the samples are stored in
database, they are trained and features are extracted using
MFCC. Initial steps of pre-processing of the speech signal
includes time domain representation, pre-emphasis as shown
in Fig 6.1(A& B) respectively. After framing the signal is
windowed with the help of Hamming window. Hamming
window is mostly preferred over other windows because it has
very wide main lobe & does not have end point
discontinuities. The Fig 6.2 shows speech signal before and
after windowing. Fast Fourier Transform is then computed to
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convert time domain signal into frequency domain. The Fig
6.3 shows FFT plot.
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In Recognition Phase the test speech sample is taken as an
input..After converting the signal in frequency domain MFCC
is used as an feature Extraction process. The MFCC plot is
shown in Fig 6.4 .The features extracted for stored speech
samples are then compared with the features of speech input
sample. During the comparison if input sample matches with
the samples in the database then the system provides access to
that particular speaker. On the contrary if input sample does
not match with the samples stored in the database then access
to that particular speaker will be denied by the system. The
spectrogram is also plotted for the speech sample used in
Recognition. The Fig. 6.5 (A&B) shows this illustration. The
same procedure is repeated

for real time speech processing by recording the samples
in real time with the help of microphone. This is how
speech is recognized using ANN.
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Fig 6.4 Mel frequency cepstral Coefficients(MFCC)
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False Rejection Ratio ( FRR) : It is one of important factor
deciding the accuracy of any Biometric system .

—&— ANN
—&— HMM
e ANNAHMM

False Rejection Rate (in %)

i L H i L i
30 40 50 ={u] 70 80 i=lu] 100
MNo. of Dataset

Fig 6.12 (False
Rejection ratio) FRR

Mathematically it is defined as the ratio of No of Successful
matches of Speech Samples to the Total no of Samples in the
database. FRR is calculated for all the methods ANN, HMM,
Hybrid(ANN/HMM) & Basic simultaneously and the results
are obtained for different values of Datasets as shown in Table
. fig shows the graphical representation of FRR versus No of
samples in database

False Acceptance Ratio (FAR): This Parameter decides
number of times the access to unintended user is provided
to the system. Mathematically it is defined as the ratio of
Difference between Total no of Samples & No of
Successful matches of Speech Samples to the Total no of
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Samples in the database. FAR is calculated for all the
methods ANN, HMM, Hybrid(ANN/HMM) & Basic
simultaneously and the results are obtained for different
values of Datasets as shown in Table . fig shows the
graphical representation of FRR versus No of samples in
database
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illustrates that the training & testing can be done effectively
with the help of ANN , HMM & using Hybrid
(ANN/HMM) system. The results obtained in table and
graph for FRR & FAR clearly indicates that Hybrid system
(ANN/HMM) proves to be Efficient & Accurate as
Compared with other methods. The Accuracy of the system

increases as the no of samples in the database increases.
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