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Abstract— In this paper, wavelet transform technique and 

neural network is used for development of Speaker 

Verification System for short utterances. The sampled data 

undergo 4-level decomposition in wavelet decomposition 

technique. DCT (Discrete Cosine Transform) is performed on 

the dataset, to improve the features extraction process. This 

study includes Hilbert Transform, which shows the importance 

of magnitude and phase for speaker classification and their 

performance was shown. Hilbert Transform is explored, to 

analyze performance of phase for the data. The features are 

then, fed to feed-forward back propagation neural network for 

further classification. The proposed technique is evaluated on 

fixed phrase of the RedDots dataset and self-recorded 

numerical dataset. The proposed method performs effectively 

up to 95% recognition rate.           
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1. Introduction  

 Speech processing is an interdisciplinary subject which 

describes the information transfer from one person to 

another person via speech signal. Speaker recognition is a 

technique of recognizing a speaker from the given speech 

signal. The analysis method includes speech production, 

process the acoustic waveform and extract interesting 

acoustic features. The process of Speaker recognition 

generally involves classification or recognition based upon 

speech features. The features are generally obtained via 

frequency domain [1], time domain [2] and time-frequency 

representation [3]. It has been proved that Wavelet Analysis 

is a powerful technique for various problems of signal 

processing [4],[5],[6]. In studies, it is seen that the features of 

speech signal can be strengthened by the coefficients of 

wavelet transform and gives smaller set of features in final 

classifier which is more robust [7], [ 8], [9]. 

People are working on Artificial Neural Networks (ANN) 

for last many years in order to achieve human-like 

performance in automatic recognition of speech signal[10]. 
The architecture of ANNs is similar to the structure of 

biological neural networks [11]. In speech recognition 

problems Artificial Neural Networks are widely used 

because of its non linear property and error tolerance [12]. 

In this work, we are using wavelet transform form features 

extraction because it has the ability to deal with non-

stationary signals and analyze the signals in different scales 

and achieve variable time frequency localization. 

In this work Discrete Wavelet Transform is used to extract 

features from original speech signals and a neural network is 

developed, to recognize the speech signals.  

 The second Section of the paper contains the basics of 

the wavelet transform technique; third section reviews 

Neural Network. In fourth section, the proposed method is 

described. Fifth section contains experiments and results. 

The conclusion is presented in the last section. 

2. Wavelet Transform 

 Wavelet transforms have been studied comprehensively 

in the recent times and widely utilized in various areas of 

science and engineering [13], [14], [15]. The fundamental 

idea behind wavelets is to analyze a given signal according 

to a scale [16]. The wavelet successively decomposes the 

given signal into a set of smaller signals, at multiple levels 

and analyses each piece of the signal at different frequencies 

with different resolutions. Morlet first considered wavelets as 

a family of functions constructed from translations and 

dilations of a single function called the ‘mother wavelet’ 

[13], [17].They are defined by 
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The parameter c is called the scaling parameter or scale, it 

calculates the degree of compression of the wavelet and the 

parameter d is called the translation parameter which 

evaluates wavelets time location. 

 
2A. Discrete Wavelet Transform  
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 DWT of a signal is obtained by passing it through a series 

of filters. First the signals are passed through a high pass 

filter and down sampled it by a factor of 2; again the signal 

is passed through a low pass filter and down sampled by a 

factor of 2. The output of the HPF H1(z) gives the detail 
coefficients and output of LPF H0(z) gives the 

approximation coefficients. As maximum of speech energy 

gathered on low frequency band, therefore the signals 

coming out from the low pass filter again need to be split 

into sub bands. For this purpose two filters H1(z) and H0(z) 

as shown in Fig. 1 are used.  

 

 

Fig. 1. Discrete wavelet transform tree for  three stages  

The wavelet co-efficients are given by the following 

expression [1]: 
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Where, (k)α1  and  kβ1
represents the detail  and 

approximation coefficients respectively at level 1 and 

translation k. g is low pass filter and h is high pass filter. 

Again after each level of decomposition the sampling 

frequency becomes half of the earlier. Sampling frequency 

of a signal after nth level of decomposition is given by 

 

                       
n
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Where, fs is the initial sampling frequency of the signal. 

 
2B.Wavelet based cepstral  

Cepstral analysis is a very important concept in speech 

processing for extracting features. Cepstrum are generally 

used for pitch detection and formant estimation. To increase 

the capability of the cepstral features so many researches 

have been conducted. One way provided by different 
researchers to use Wavelet Based Cepstral Analysis. 

For a given speech frame Wavelet Cepstral Coefficients is 

calculated by the following steps: 

Discrete wavelet Transform of the speech frame 

Log energy spectrum calculation  

Discrete Cosine Transform of the log energy spectrum. 

 

To calculate the WCC for a given speech frame x[n] the 

signal is first decomposed using the DWT to obtain the 

wavelet co-efficients for each level as given in (1). 
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Here,  ][k,2α j

s  is the wavelet coefficient for level j; 2j is 

the scaling and k is translation parameter. After that the 
detail coefficient of each level is passed through the log 

energy calculation. 

   
2

1N

0n
jj

j

p
2

kn
ψnxlog

2

1
k,2α 












 
                (6) 

 

Where, ][k,2α j

p
is the log energy of wavelet coefficients at 

a level j. At last the log energy of the wavelet coefficients is 

de-correlated using the DCT 
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Where, ]α[i,2 j
is the WCC of the jth level of the DWT 

decomposition. To form all the WCC signal, each level of 

the WCC computed are concatenated into a single vector. 

 
3. Neural Network 

 Artificial Neural Network is a tool used for data 

modeling in statistics [12]. It is not linear and is modeled 

from the structure of human brain. A technical neural 

network consists of simple processor unit, the neurons and 

directed weighted connections between those neurons [18]. 

The first layer is the input layer and it has input units which 
distribute the inputs to the subsequent layers. In the second 

layer that is hidden layer, each of the units sums the inputs 

and adds a threshold to it to produce a unit output. An 

artificial neurons is a function fi of the input 

x=(x1,x2,x3........xn) weighted by a vector of connection 

weights wi=(wi,1,wi,2,wi,3........wi,n) combined with neuron 

bias bi and associated to an activation function say ɸ. Output 
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3A.Pattern Recognition 

 

An important application of neural network is pattern 

recognition. Pattern recognition can be implemented by 

using a feed-forward neural network that has been trained 

accordingly. During training, the network is trained to 
associate outputs with inputs patterns. When network is 

used, it identifies the input pattern and tries to output the 

associate output pattern.  

 
4. Proposed Method 
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A speaker verification system on the basis of wavelet 

transform and neural network is developed in this paper. 

The block diagram is as shown in Fig. 3. The work contains 

three parts: (i) Data acquisition and data processing, (ii) 

feature extraction and (iii) classification as shown as Fig. 2. 

MATLAB R2018b is used for training and testing purpose of 

the developed system.  

 

 
 

Fig. 2. Block diagram of a Speaker Recognition System 

4A. Data Acquisition and Processing  

The dataset consists of numbers from one to five spoken by 

five persons, recorded on a Laptop in Laboratory 

environment and RedDots dataset consists of nine different 

English sentences uttered by nine different English speakers 

(Female) at different interval of times. In RedDots data, the 

utterances are of short duration and variable phonetic 
contents [20]. The audio format is wave with a sampling 

rate of 8 kHz. Each individual uttered each number five 

times and each sentence nine times. The speech signal is 

frame in 20ms window length.  
 

4B.Feature Extraction 

 

For feature extraction Discrete wavelet transform (DWT) is 

performed on the dataset. Second order Daubechies wavelet 

(db2) at fourth level is used to obtain a good feature 

representation. The coefficients obtained after Wavelet 

Transform is not robust against the additive noise, so it 

should be normalized. Therefore we take log of the energy 

spectrum of the coefficients, which weakens the influence of 

low energy components like noise. Discrete Cosine 

Transform of the log energies is processed to get wavelet 

based cepstral coefficients. Discrete cosine transforms 

(DCT) based speech compression is used to reduce the size 

of the speech information [19]. It is used to speed up the 
system by removing the redundancy from the audio 

information. Hilbert transformation is then performed with 

the final data to represent  it in complex form, which 

highlight the phase of the speech signal.  

 

 
 

Fig. 3. DWT coefficients 

4C. Classification 

A feed-forward neural network is used here for 

classification. The architecture of the network is 2-layer 

architecture (input, hidden layer, output layer and output). 

Pattern recognition tool of MATLAB is used for training 
and testing of the neural network; it will recognize the 

pattern and classify it accordingly. In pattern recognition 

process, we want a neural network to classify inputs into a 

set of target categories. 

A matrix of the cepstral coefficients are applied here as 

input and a target is designed accordingly. The neural 

network pattern recognition tool will select data, create and 

train a network and evaluate its performance using mean 

square error(mse) and confusion  matrices. 

MSE is given by 

                           
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Where, yb represents value of target, yc represents actual 

valu of output and a is the number of target data. 
 

The parameters used for Neural Network is shown in Table 

I.  

 
Table I Parameters used for Neural Network 

Architecture Example 

Network type feed-forward backpropagation 

Activation function Sigmoid 

Training algorithm Scaled conjugate gradient 

backpropagation(trainscg) 

Number of epochs 10000 

 

Training algorithm trainscg is a network training function 

that updates weight and bias values according to the scaled 

conjugate gradient method. It takes a network with input 

data and target data and returns the network after training it 

and a training record.  
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Fig. 4. Flowchart of the algorithm 

  
5. Experiment and Results 

The experiment is performed using two types of dataset. 

The first dataset contains English utterances for 25 

numerical words (numbers from one to five) uttered by five 

different speakers. Each individual uttered each number 5 

times. The second dataset contains RedDots dataset consists 

of nine different English sentences uttered by nine different 

English speakers (Female). Each individual uttered each 

sentence 9 times. 

The testing of the classifier is performed at different stages 

of the algorithm. A plot of ROC is shown in different 

stages.When we tested the classifier, an overall recognition 

accuracy of 96% and 95.1% is achieved by means of FFNN 

for both the dataset respectively. Table III shows the 

recognition accuracy for both the self recorded numerical 

dataset and RedDots dataset with and without Hilbert 

transformation. The dataset with Hilbert contains both the 
amplitude and phase value. Recognition accuracy using both 

amplitude and phase is obtained. 

ROC curve without taking DCT 

 

Fig. 5. Receiver Operating Characteristics curve 

ROC curve after taking DCT 

 

 Fig. 6. Receiver Operating Characteristics curve 
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ROC curve after taking hilbert transform 

 

      Fig. 7. Receiver Operating Characteristics curve 

            Table II. Recongition rate using FFNN for neumaric  

datasets 

             

 

 

  Fig. 8. A plot of confusion for RedDots data of female speakers 

 

 

It indicates the reliability and effectiveness of the proposed 

method for extracting features from speech signals. The 

performance of phase shows that phase can have a 

considerable amount of information related to speech and 

speaker information. To indicate the performance of the 

system three Receiver Operating Characteristic (ROC) 

curves are added in Fig. 5, 6 and 7. Recognition rate using 

FFNN for numeric data is shown in Table II. This table is 

obtained from confusion matrix. To show the recognition 

accuracy a plot of confusion is added in Fig. 8. Table III 

indicates the reliability and effectiveness of the proposed 
method for extracting features from speech signals. 

 
          Table III. Recongition accuracy for the datasets 
 

Datasets Recognition Accuracy 

With DCT Without 

DCT 

With Hillbert 

Amplitude phase 

Self 

Recorded 

70 90 96 88 

RedDots 

Female 

68 89 95.1 84 

 

  
Conclusion 

In this study, a speaker verification system for short 

utterances based on Discrete Wavelet Transform and 

Artificial Neural Network techniques is proposed. The 

experiment is performed using two types of data sets 

consists of numbers from 1 to5 and nine different English 

sentences from RedDots datasets. The experimental results 

show that the introduced method can make an effective 

analysis with an average recognition rate of about 90% for 

both amplitude and phase of speech signals. The scope of 

this paper lies in the further extraction of the information 

from phase to give better enhancement in the recognition 

Data Correct 

Classifi

cation 

Incorre

ct 

Classifi

cation 

Recog

nition 

Accur

acy 

Average 

Recognition 

Acccuracy 

 

One 4 1 80%  

 

96% 

Two 5 0 100% 

Three 5 0 100% 

Four 5 0 100% 

Five 5 0 100% 
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rate. From the results we can conclude that this method can 

be used to design an accurate and robust classifier.  
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